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Summary: The solution of a 
minimization problem is obtained 
in the vector case; its proper
ties are studied and applied to 
a maximization problem. 

SOME RESULTS IN NONLINEAR PROGHAlvUvliNG, PART II 

R. M. Thrall 

§ 1 • Introduction. 

1 

In the present note we consider a class of maximization 

and minimization problems which fall under the general head

"ing of nonlinear programming. The functions which enter are 

assumed to satisfy enough differentiability conditions so 

that methods of calculus can be applied and so that existence 

of at least one solution is trivial. This note is an ext-

ension and generalization of RM-909. J. Danskin has considered 

a similar problem for the functional case in Hiv1-618 and this 

has been generalized by J. Danskin and H. Kahn in a forth-

coming memorandum .. 

§2. Notation and Geometric Preliminaries. 

Let V n be the space of all real vectors v = ( VJ, ••• , vn). 

F'or any vector v we define v0 to be the sum of the components 

of v. A vector v is said to be positive, written v > 0 

(0 = (O, ••• ,O)) if each component is positive. We write 
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v ~ 0 if each component is non negative and write v ~ 0 

if v ~ 0 but v r o. If Vo = 1 and v > 0 we call v a prob

ability vector. 

For any Xo > o, we denote by r = 1-, (xo1 the set of 

all vectors x in Vn for which x ~ 0 and x 1+ ••• +xn = Xo• 

Let E be any subset of i 1' •.• ,n I . ~we denote by rE the set 
L • 

of all vectors X in r for which xi r o, i in E and xi = o, 

2 

i not in E. \Ve call the subsets / E the faces of r . Clearly, 

r1 

is partitioned by its faces. 

~ 3. Functions of Type A. 

Let q(t) be a real valued function defined for t ~ 0 

and with the following properties: 

(A) f ( i) q ( t) monotone decreasing 

\ (ii) q"(t) > 0 for all t > 0 

I (iii) lim q(t) = 0 
t--7 CD 

l (iv) q(O) = 1 

Actually, properties (iii; and (iv) could be replaced by the 

single assumption lim q(t) > -oo, but then by a normal-
t---7' CJ 

ization we could regai~ (iii) and (iv). A function which 

satisfies conditions A is said to be of type A. We observe 

that one consequence of (i) and (ii) is that q'(t) is a 

monotone increasing function with negative values. 
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3 

'§ 4. The J.V~inimization Problem. 

Let P be a positive probability vector, let 

q1 ~}, ••• ,qn(t) be functions of type A and consider minimization 

of the function 

( 1 ) 

for vectors x in I' (x 0 ). Since f(x,p) is continuous in x 

and since r(xo) is compact the minimum exists; we denote it 

by 

(2) min f(x, p) • 
X E r(xo) 

Let x be a mi~imizing vector and suppose that x 6 ~E. Let 

joE E and write 

( 3 ) 

For j f j 0 , we have 

( 4) ' pJ.qJ. (xJ.) - p. q.' (x. ) • 
Jo Jo Jo 

In particular, for x = x we must have 

( 5) df~ > 0 c)x. = 
J x=x 

with equality holding for j € E. 
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( 6) 

and 

( 7) 

(e) 

From (4) this gives 

Let 

T ! 

pJ.qJ. ( xJ.) = p. q . (x. ) = ;~E 
Jo Jo Jo 

' p.q.(O) ~ f'(E 
J J -I 

(jt:E) 

(j=1, ••• ,n) • 

' . Now since qj(t) is a monotone increasing function, it 

follows from (6), (7), and (8) that 

( 9) 

( 1 0) 

)-1E > 

)-4E ~ 

(:.?· 
I J 

fj 

( j ~.E) 

( j f E) • 

Next, we arrange the indices so that 

and define fo = O, Pn+ 1 = -ro. 

4 

It then follows from (9) that E must be one of the sets 

( 1 1 ) Eh = { h , • . • , n } ( h = 1 , • • • , n ) • 

This has already cut do\vn the possible locations rE 

for minimizing vectors from 2n to n. ~Ve next show that there 

is only one h for which Eh satisfies ( 9). \~e write ~h for 



5 

I~E and /~ for ~ • Then {9) is replaced by 
h h 

( 1 2) 

where 1 ~ h ~ n + 1. 

' Let rj(w) be the inverse of qj(t), i.e., 

( 13) = w {j=1, ••• ,n). 

The domain of rj is pj!Pj ~ w < 0 and its range is 0 ~ rj{w) < w. 

If X is a maximizing vector which is in rh we have as 

a consequence of (6) that 

( 1 4) ( j < h) 

(j :? h) 

where ~h = 1~(x0 ) is defined as a function of x 0 by the 

equation 

( 1 5) 

Since each qj(t) is of type A, the inverse functions rj(w) 

are monotone increasing. Hence equation (15J has a unique 

solution ph which is a monotone increasing function of x 0 

with domain 
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and range fh $ flh < 0. Moreover, we have for x 0 ~ yh that 

( 16) 

and equality holds in (16) if and only if rj(J4j(xo)/pj) = 0; 

i.e., if and only if fh(x0 ) = fh· But now it follmvs from 

( 1 5) that 

( 1 7) f ~h(yh) = 

/ f.An{yn) = 

l. 
,0 • 
!n 

{h=1, ••• ,n-1) 

We set Yo= ro and then have 0 = Yn ~ Yn-1 ••• ~ Y1 ~ Yo• 

Formula (17) provides the clue for the determination of 

an h which satisfies (12). Indeed, (12J holds if and only if 

h satisfies the condition 

( 1 8) y h < xo ~ Y h-1 • 

Since (18) has only one solution we have established unique-

6 

ness for the minimizing vector. V~e summarize these results in 

the following theorem. 

Theorem 1. 

le_!; p be~ positive E!Q!:>~bil_~_~y vector, and let x 0 be a 

positive real !1_1}!11b~}> '!'h~!l ~.h..5l fun~~iQ!l 

n 
f(x,p) = L piqi(xi) 

i=1 

w.b.~..r~ x pas d.omain l(x0 ) h~s ~ unig~~ fll_~n;!.m!_~iD_g Y.§._9_tq_r x 
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g_i~~:m ~¥ ( 14) wher~_ h is det~r-~-~ne9: ~y ( 18) and ,Mh ~l ( 15); 

t h~ minimum val u~ _is. 

h-1 n 
( 1 9) f ( x , p) = L p j + L P j q j ( r j ( f h/ P j ) ) · 

j=1 j=h 

The minimum value of f(x,p) can be considered as a 

function of x 0 , viz 

(20) g(xo) = f{:X,p). 

For this function vve have the follovving theorem: 

Theorem 2. The mini!I!_~i!l g(x0 ; -~! f(x,p) _is~ differentia~~ .. e 

monotone ~ecr~_~}:-~~g functi_<?l1 _9_-f x0 ~}."!:.. ~£1.-~ interva} x 0 > 0; 

moreover, g'(x0 ) is ~ontin~2us for all x 0 > 0 and 

( 21 ) 

7 

The ~~-~9nd -~_!'~ V§l~-~.Y.-~ g "(xo) :h~ ~ sontinuO_):l_S' posit i v_~ [un~tion 

of x 0 ~~c~pt p()ssi.Q_!y .for the yal ues y 1 , ••• , y n-1 ; g" ( xo) is 

" continuous at yh if and only if lim + qJ. ( t) = co, 5Ju~ in any 
- -- - - t-;'>0 

s:ase th~ one-sided limits ~~.i~.:t:. §.Bj. are .es;s iti y~. l~!oreover, 
fT 

lim + g"(x0 ) exists if and only if lim qn(t) exists. 
x

0
-7 0 ---- - - -- - t---7 0 

We first establish the continuity of g(x0 ). We have 

h-1 n 
1 im + g ( x 0 ) = L p j + L P j q j ( r j ( f t / P j) ) 

Xo-7 Yh j=1 j=h 
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and 

The difference is 

and this is zero since rh{rh/ph) = 0 and qh(O) = 1. 

(22) 

( 23) 

( 24) 

Next, for yh < x 0 '$ yh_1 ·.ve have 

Differentiating { 1 5) vve get 

n 1 , d f<h 
1 = L p:- r j ( JAr/ P j ) • dx 0 • 

j=h J 

Now from (22) and (23) we get 

Now lim + f'h = lim -~=R and lim A_, 
xo----7 Y t xo-4 Yt . h xo-~ Y+ /-. h 

n 

This establishes all of the statements about g' (xo). 
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{ 2 5) 

(26) 

Finally, for yh < x 0 ~ yh_1 we have 

d ,u I n 
gn ( x o ) = ~ = 1 ~ - 1- r '· ( M /p . ) • 

dxo ~ p. J 1 h J 
j=h J 

Now, differentiating (13) we get 

' ' " r.(q.(t) q.(t) = 1 
J J J 

t 

and then since /tfh = p.q.(:X.) (j=t, ••• ,n) and since qJ.(t) 
J J J 

is of type A, we have 

(27) 
fl 

1jq.(.X.) > o. 
J J 

Now it follows readily from (25) and (27) that g"(x0 ) 

is continuous and positive except possibly at y 1 ,, •• ,yn_1 • 

Next v>~e observe that the only term in the denominator of 

lim + g"{x0 ) which is not also in the denominator of 
xo-> Yh 

lim g"(x0 J is 
Xo-+Yh 

( 28) 

This equation establishes the statements about g"(x0 ) at 

Y 1 '• • • 'Y n-1 • Finally, if 0 < x 0 ~ yn_1 we have 

(29) " g"(xo) = pnqn{xol 

and the final statement follows from this formula. V'Je have 

also established the following corollary: 

9 



RM-935 

Corollary 1. If q 1 ( t) , ••• , qn ( t) are functi_~~-~ ~~!' _t_yp~ A _an~ 

" if t~+ qi(t) = oo (i=1, ••• ,n) then g(x0 ) is als~ 9i ty2~ A 

~ lim+ g"(x0 ) = oo. 
xa--70 

§ 5.. Functions of Type B. 

If conditions A are replaced by the weaker conditions 

( B) ( i) , (iii) , ( i v) same as for A 

(ii): q"(x0 ) > 0 for all t > 0 except for a finite 

number of points and at these points the one 

sided limits exist and are positive; and q'(x0 ) 

is continuous for all t > 0. 

we have a new class of functions \vhich we call functions of 

type B. Theorem 2 states essentially that g(x0 ) is a function 

of type B. Actually, if the initial qi (t) are all of type B 

the conclusions of Theorems 1 and 2 still hold except that 

g"(x 0 ) will have as points of discontinuity not only the yj 

but also those x 0 for which there exists a j such that x. is 
J 

a point of discontinuity of q~(t). 
J 

§6. The Inverse Power Case. 

10 

There are various ways in which the functions qi(t) of 

type A may be encountered. If p(t) is a function which satisfies 

A(i), (ii), {iii) and if sis any positive vector, then the 

functions 
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(30) 
p(x.+s.) 

= ,) ,] 
p(sj) (j=1, ••• ,n) 

are of type A. 

In general one cannot expect explicit solutions for the 

y j and lAj (x 0 ). Hmvever in the special case 

( 31 ) 
r 

p(t) = t- ( ( > 0) 

of (30) it is possible to obtain explicit solutions. In this 

case we have 

(32) 
(j=1, ••• ,n) 

and hence 

(33) 

t
r fj =- ~pj/sj 

'( 1 r . ( w) = + 1,--~t-rs-. ~z ...,/ ..... w 
J J 

(j=1, ••• ,n) 

-s. 
J 

Then solving ( 1 5) for fh ~,.,e get 

(34) 

where 

( 3 5) ~+1 V '{s .r: P. 
J J 

11 
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Next, from (34) with 1~ = ph' x0 = yh we get 

(+1 
(36) Y h = - cr h + 'Ch/ J- ~ h ( h= 1 , ••• , n) • 

If h is now determined according to (18) we get for the 

~aximizing vector x 

(37) 
~ 

~ 
and 

(38) 

0 x. = 
J (+1 

(xo+ c:r-h) 
x. = ) (s .X 

J 'Uh J 

h-1 
g(xo) = ,> pj + 

j=1 

(j < h) 

p.- s . (j > h) 
J J = 

CS 7. A lvlaximization Problem. 

12 

Let x,p and f(x,p) be as in '9 4. \~e consider a function 

(39) F(x,p) = K(x0 , f(x,p» 

where for each x 0 K(x 0 ,t) is mono~one decreasing in t. Thus 

to maximize J:t' for X in r(xo) vve merely choose the X which 

minimizes f. However, if the maximization is to be for all 

x with x > 0 or for all x with x 0 S w, one can proceed as 

follows. For each x 0 let G(x0 ) be the maximum of F for 
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13 

(40) G(xo) = K(xo, g(xo)). 

Then the maximization of F(x,p) is reduced to the scalar 

problem of maximizing G(x 0 ). If K(x0 ,t) satisfies certain 

differentiability conditions we can make use of the results of 

Theorem 2 and apply the methods of elementary calculus to 

achieve the maximization. Of course, the nature oft he function 

g(x0 ) will require that each interval yh <... x0 ~ yh_1 , be studied 

separately. 

One choice of K (x0 , t) has been treated in Rivi-909 and also 

by R. Isaacs. This is the case of ( 31 ) with 0' = 1 and 

( 41 ) K(x 0 ,t) = Q(x 0 +s 0 )(1-tJ- xo, 

where Q is a constant in the interval 0 < ~ S 1. Interpret

ations for this case were given in hiVl-909. 

A more general case is 

( 42) 

\vhere H(z) satisfies the following conditions: 

(43) (:U H(z) > 0 0 ~ z <oo = 

(ii) H(z) - z is bounded from above for z ~ 0 

(iii) H(z) and H 1 ( z) are continuous for z ~ o. 
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These conditions are sufficient to guarantee the existence 

of a maximum of G(x0 ) = K(xu, g(x0 )). ~ince g(O) = 1, 

G(O) = 0. A sufficient condition for a positive maximum is 

then G' ( 0) > 0, and this maximwn will occur at a point x 0 

for which G'(i0 ) = 0. If K is given by (42), we have 

(44) 

14 

where the formula for G"(x 0 ) holds only when H"(x 0 ) and g"(x0 ) 

exist. 

The case 

( 45) H(t) = c = constant 

is easily handled. 'i'henG'(O) =-cfn-1. Ifc~-1/fn 

then x 0 = 0 is the only maximum. If c > -1/p n' we determine 
\ 

h so that 

( 46) <--< 1 f r? h c = h-1 

and then select x0 so .. that j-Ah (x0 ) = - ~· This will be the 

maximizing value. This case is the only one where I have 

been able to find an explicit solution for arbitrary functions 

of the case qj(t). 
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(47) ' - f; '6 H(xoJ = Q· (xo+so), qJ.(t) - s. (s .+x .) 
J J J 

has been mentioned above for 0 = 1. vve now consider the 

case for 6 > 1 • 

We have 

( 48) 
[

-
2 

_ ( 6 +1)(x0 +sol l 
__ (xo+ Cfb) 

Since t > 1 and s 0 :;? .:rh we have G" (x0 ) < 0 for x 0 > O • 

1 5 

. ,Hence there is a unique maximum. A simple calculation shows 

that 

(49) 

and hence that the maximum value of G is positive if and only 

if 

(50) 

In general for yh ~ x ~ yh_1 we find that 

( 51 ) G' (x) 

If G' (yh) ~ 0 but G' (y j) < 0 for j < h, then the maximizing value 

is in the interval yh ~ x < yh_1 and is given by 

(52) 

where t is the positive root of 

(53) 
1-Qnh 
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